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INTRODUCTION


	N is a program that was developed in order to analyze various membrane current responses recorded under current- or voltage-clamp (either synaptic or agonist-induced).  It can scroll through long data records, and make measurements of the response peak, risetime, integrals, and exponential time constants.  It can also read long data sets one record at a time.  Event waveforms or data segments can be averaged, and all results can be exported in binary or ASCII file formats.  This program was designed to complement the pClamp suite of programs from Axon.  It is partially compatible with pClamp file formats, and should be a convenient tool for most pClamp users.  This manual contains a menu by menu description of the main capabilities of N. A brief tutorial is included to help get N running.  


	N was compiled using 16-bit protected mode Borland C++ 4.52, and should run under MS-DOS or Win95 (multitasked/full screen); it will not run from a Win3.1 DOS box.  N (v.1.0) contains all of the functions available in the old DOS-based SE/SPEV (v.010-043) and M/N (v.030-066) program series, and is the successor to these programs.  It lacks the digitization routines available in the O (v.01-02) program series.
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INSTALLATION


	Install N by copying the self-extracting file NPM.EXE to the directory from which you wish to run N, and then type "NPM" to extract the file set.  It is best not to install over an old version of SE or N. This will create several files within this directory:





	NPM      	EXE       		561,899  	04-22-96  9:21a   Self-extracting file


	NPM040X  EXE     	1,010,116  	04-22-96  8:55a   Executable program file


	RTM      EXE       		120,853  	04-21-95  4:51a   	DPMI Run time manager


	DPMI16BI OVL        	50,576  		04-21-95  4:51a    DPMI 16bit overlay 


	BGI16    DLL        	33,024  		10-10-94  1:00a    Borland Graphic Interface.DLL


	LITT      CHR       		5,131  		04-21-95  4:51a    Borland character set


	EGAVGA   BGX       	5,527  		10-10-94  1:00a    Borland Graphic Interface driver


	BC450RTL DLL       	220,672  	04-21-95  4:51a    Borland v4.50 run time library


	NPM      CFG         	898  		03-12-96  3:32p    NPM ASCII configuration file


	_DJ      	  BGI        	23,280  		03-16-96  4:14p 	 HP Deskjet printer driver


	_CANON  BGI        	23,132  		03-16-96  4:14p 	 Canon Laser driver


	_PS      	  BGI        	18,518  		03-16-96  4:13p 	 Post Script printer driver


	_PJ       	  BGI        	26,476  		03-16-96  4:15p 	 Paintjet printer driver


	_LJ      	  BGI        	24,670  		03-16-96  4:15p 	 HP Laserjet2 printer driver


	_LJ3R      BGI        	25,020  		03-16-96  4:15p 	 HP Laserjet3 printer driver


	_LJ4     	  BGI        	24,192  		03-16-96  4:15p 	 HP Laserjet4 printer driver





	GCOPY EXE				06-03-96 10:00a   Command line utility for printing graph files


	PRGUIDE EXE				06-03-96 10:00a   Guide for determining Printer compatibility


	PRGUIDE TXT				06-03-96 10:00a   Guide for determining Printer compatibility


	README   TXT        	  		04-30-96 10:29a    Simple instructions


	SAMPLE1.DAT				06-03-96 10:00a    Spontaneous synaptic currents


	SAMPLE2.DAT				06-03-96 10:00a    Agonist-induced currents	


	SAMPLE3.DAT				06-03-96 10:00a    Single channel currents


	MANUAL.ASC				06-03-96 10:00a   This manual in ASCII text file	





You should change to this directory before running N, or write a simple batch file to do this.  Execute the program by typing NPM040X at the command prompt (if this is too tedious rename NPM040X.EXE to something shorter, like N.EXE or write a simple batch file).  All files in top portion of list are required for NPM to run, although you only need the printer driver that is relevant for your system.  If you have problems starting the program, see the Troubleshooting section.


�
QUICK-START TUTORIAL    


	


When you first start N, the main menu bar appears across the top of the screen.  You can choos different options with the mouse, keyboard arrows, Function key, or Alt key in combination with the first letter.  F1 or Alt-D allows you to view, edit, or transform your data.  F2 or Alt-M is a modeling menu with simulation and filtering routines.  F3 / Alt-I and F4 / Alt-O are for file reading and writing, respectively.  F5 / Alt-P and  F6 / Alt-F provide access to screen and analysis parameters, and F7 or Alt-A is the main analysis screen.  The "Esc" key returns you to the blank screen with the main menu options displayed.  Each screen has the same parts (see example of the F7 Analysis screen to left):  the top menu bar always displays the main screen options while the bottom bar has file details, the left side shows options that are available from each screen (activated by a hot key in red), and the right side (i.e. most of the screen) displays parameter menus or data.  Messages may appear at the either the top or bottom of the screen.  Every screen can be directly accessed from every other screen.  The best place to start is to simply jump through each screen, in order to familiarize yourself with the overall layout.  	Now go to F3 Input and make sure the input and output directories are correctly set.  It is best not to set the output directory to the directory containing the program files. Move the cursor to highlight the filename SAMPLE1.DAT and then double click or press 'S' or 'F' for segmented of full read of a binary data file; you may need to press "Enter" to initiate reading of the file, depending on how the input parameters have been specified.  Next, reexamine each main option (F1-F9) with data now loaded to get a better feel for how the main program screens are set up; you can jump from any screen to any other screen in a keystroke.  


	The F1 Data screen allows you to examine the actual raw data values (they should now be on the screen) or arrays of measured values.  F2 Modeling allows you to create various waveforms (SAMPLE2.DAT was created with these routines), simulate synaptic or other channel responses, and apply various types of filtering.  F3 is the file Input screen, and F4 is an Output screen that allows you to export your data as a file. Both have parameters (middle column) for controlling the way files are read and written, and the various gains should reflect those of  SAMPLE1.DAT. F5&F6 are Parameter and Fitting menus that allow you to control the way the analysis is conducted, data is displayed, or curve fitting is performed. F7 is the main Analysis menu which shows the data trace and a variety of analysis options, and F9 will exit the program. Next have a closer look at what the program actually does in each main screen while you skim the descriptions in the following pages.  


	Before doing this though, let's jump right into analyzing data. Press F7 after reading the file SAMPLE1.DAT from the F3 input menu.  This brings you to the main analysis screen.  From here you can control the way the response looks and analyze it.  Test out the arrows, pgup-dn, home-end, +, and - keys to move the section of the file you are working with, and / and * to expand or reduce this section (see Analysis Screen F7 below for details).  All of these options are also accessible from the Parameter screen F5.  Press "s" to search for an event and "M" (for Mark) in order to analyze the event.  This will place a vertical cursor on the screen; move this cursor to the start of the event and press "Enter". The following measurements appear on the left of the screen:  the starting position (ms), the mean baseline current (pA), the mean current at the peak (pA), the amplitude of the event in pA (peak-baseline; purple bracket), the integral over the first part second part, or entire event (aqua), the variable algebraic decay (red bar bracket), the rise time calculated from regression or interpolation over the points that fall within the specified region (e.g. 10-90% of peak;  regression indicated by light red line), the number of points within the specified rising phase, the slope of the rising phase between specified region in pA/ms, and the slope of the rising phase between specified region in %/ms.  If fitting is enabled, the starting fit parameters will be displayed (either automatically guessed or manually set from Fitting screen F6), and fitting  started.  The fitting algorithm will complete with the message "Maximum iterations completed" or "Convergence". You can  interrupt fitting any time with the "Esc" key.  A quick "notebook-quality" plot of the screen can be obtained with using Graph option (check printer type in parameter menu) or pClamp's PPRTSC utility; screen bitmaps can also be copied in Win95 if the DOS box is temporarily changed to a windowed application (the figure above was made this way; see Win95 instructions).


	Upon completion of fitting, the screen should display border color pixels (the data points used for the fit), gray pixels (if two component fitting) showing the  individual fits, and cursor-colored pixels for the expected points associated with the fitted line.  If you have the option extrapolate switched on, these curves will be extrapolated to the cursor position and the extrapolated values stored.  If the maximum number of iterations is  reached, restart the fit. It may not have converged because of criteria set in parameter menu and/or the inherent experimental noise in the  data record. Several additional features appear when the fitting routine is completed: the extrapolated amplitudes, the number of  evaluations, and the sum of the residuals normalized to number of data points.  At this point, you will be asked whether to  save the measurements and event to memory and disk. If you respond "Yes", the measurements are saved to their respective arrays, the raw data added to the averaging buffers, and the screen cleared.  Try changing the fitting model (press 'X'), and refitting.  Because each  measurement has its own array, events from multiple models can be accepted in a single analysis session.  Also try analyzing with the screen expanded so you can see more clearly what areas of the event are measured with the different parameters.  Test the Zoom option  during either the selection of events with the cursor (press 'Z'), the completion of measurements, or the use of the vertical cursors  (accessed by '1'). 


	Once you have analyzed a few events, go to the F1 Data screen and inspect your measurements with the View Buffers option.  Next go to F4 Output, and save your measurements to a different directory than the startup directory.  Press "M" to export all measurements.  A variety of ASCII files will be written containing the various events.  At this point, it is best to proceed with a menu-by-menu description of the capabilities of N, so that you can find out what features are most useful for you.  If you are analyzing evoked responses, pay particular attention to the description of file imports and the number of points per section so that you can set up the program to be most convenient for you application.








�
DATA SCREEN (F1 or Alt-D)  


	This screen provides the opportunity to scroll through and inspect the data record point-by-point using  the vertical arrows or mouse; pgup/dwn writes next page of data,  insert/delete jumps by larger steps through data, and the horizontal arrows move to the beginning/end of the data record.  Data values and the number of data points can be edited after selection with the spacebar or mouse click.  The data record also can be transformed (see Transform below) by various  functions and the measured values can be displayed (see View Buffers below). The available options from this screen are:





Move   Displays raw data values at a specified starting position within the data record.   The pageup, pagedown, insert, delete, and arrow keys also shift the position of the displayed array.





Filter   Applies a Gaussian filter to the data record.  The cutoff frequency is calculated from user-supplied overall half-power (-3 dB) frequency (kHz) and -3 dB prefilter frequency (e.g. the recording setup), according to 1/f12 + 1/f22 + ... = 1/fTOT2 (assuming each component has the same filter properties).  Prefilter frequency values >100kHz are ignored. The Gaussian filter algorithm is adapted from that described by Colquhoun and Sigworth (1983). 





Clear buffer    Clears all measurements except variance envelopes, non-stationary variance measurements (see F2 Modeling screen), FFT / deconvolution arrays, and impulse response functions.





Transform   Presents a submenu with options to perform a:


     -  linear transformation of the data set (adding and multiplying by a constant or time-varying value).


     -  offset of the data set by the average amplitude of some specified portion of the data


     -  calculation of the derivative, square/square root, or absolute value of the data set


    -  interpolation between equal and adjacent values, as a prelude to taking the derivative


    -  calculation of mean and variance of sub-segments of the data record, with results saved as an ASCII file.


    -  calculation of the forward/inverse discrete Fourier transform or power spectrum of the data using a Fast Fourier Transform (FFT) algorithm. The number of points specified must be a power of 2, and the maximum value is set in the configuration file by the size of the "filt/fftpts" array value.  See Press et al. (1986) for more information.  For stationary noise analysis, edit your data record with the '3' vertical cursor option to create a single binary data file containing acceptable regions of either baseline or current response.  Next read this file and obtain a power spectrum from it.





View buffer   Presents a submenu with options to scroll and inspect the measurements made.  Jump to any measurement with the indicated hotkey in red; "Escape returns to the main menu.  The options are:


    - the normalized average array, displayed as the sum of the normalized events unless this sum has been explicitly converted to an average in the F7 Analysis screen or upon export of the measurements.  The right side shows the number of events/data point, and is 1 if the summed values have been averaged.  Averaging occurs upon export to an ASCII file.


    -  the sum or average of the analyzed events can be inspected in the same manner as the normalized average.


    -  the sum (variance) and sum of squares (standard deviation) at each position can be viewed.  If the sum of squares difference has been converted to variance in the F7 Analysis menu, then both the variance and standard deviation can be inspected directly.    


    -  the fitted amplitudes, time constants, and offset values  from exponential curve fitting can be displayed


    -  the risetimes and slopes of the rising phase can be displayed


    -  the time of occurrence of analyzed events and event integrals can be displayed


    -  the algebraic amplitude (the peak of the response minus the baseline) and fractional decay time. 


    -  the current table of tagged positions.           





�
MODELING SCREEN (F2 or Alt-M)


	 The modeling screen controls non-stationary variance analysis and contains options for  creating and filtering different functions or simulated current responses.  Individual menu items can be changed with the spacebar or by clicking on the item.  For all parameters, dark gray options are not available with the current settings; red options to the left execute the following operations:





Fxn generate 	- Generates the requested number of consecutive functions in the main array (not available in variance mode; see below).  The main data array can be filled with the desired  number of functions once (for manual analysis), or sequentially for automated analysis (information available upon request).  





Noise gen 	- Generates either rectangularly (0.0-1.0) or normally distributed random values.  The rectangular distribution is added to the user-specified mean; the Gaussian noise is centered around some specified mean. The noise can be saved in memory, and randomly sampled (or indexed) to add to the main data array during simulations.  Random numbers are from the pseudo-random number generator described by Wichmann and Hill (>6e12 cycle length).  





Seed 		- Provides a 16-bit positive integer random number to the screen (range 0-32767).





Clear data 	- Clears all measurements and averaged records, the variance measurements, and the main data array, but not the loaded expectation current or  the subtraction current.





Final Variance -  Once non-stationary variance analysis has been performed on a number of responses, this option will  process the summed variance and currents, and create several output files specific for the mode of analysis.  This option is not available in the simulation modes.  The first column of the output file is the mean current per fraction, the second column is the variance, the third column is the normalized current multiplied by the mean amplitude, the fourth column is the normalized current, and the fifth column  is the normalized variance.  Some other information is also stored in this file.  Each row in these files corresponds to a different fraction of the response, with the first fraction corresponding  to the peak current.  The filename can be 6 characters long, since it shares the same nomenclature for automated simulations (-----##.ext).  The extensions are *.vsv for algebraic scaling of the expectation current and *.vfv for the usual variance analysis.





Mode(xxx)  	- Changes the mode of operation between different simulations or variance analysis. A brief description of some of the modes is presented below, followed by a description of some of the parameters.  





Mode(var):  Non-stationary Variance Analysis  Variance analysis is a technique that uses the fluctuations about the mean macroscopic current to estimate the properties (namely single channel weighted mean conductance) of  the ion channels underlying that current.  This is done by isolating the fluctuations due to the stochastic nature of channel opening away from the mean current, and relating the variance of these isolated fluctuations to the amplitude of the expectation current.  Non-stationary variance analysis is used in situations where the mean waveform of the current varies as a function of time.   When the number of channels underlying a set of currents vary from event to event, then some way of scaling the mean waveform to each event must be used in order to isolate the fluctuations about the mean current time course that are due to stochastic channel properties from fluctuations that are due to other processes (see References for further information).  





 Scaled and fixed variance   Non-stationary variance analysis uses a mean waveform to approximate the expectation current.  This waveform can be the average of all events, or local averages of subsets of events.  The mean waveform (or expectation current) can be aligned to each bona fide response automatically (align env=optimal), at the peak position (align env=peak), at some manually selected point (e.g. the steepest rise; align env=manual), or at some random position (align env=random).  In some cases (synaptic currents) variance analysis can be performed by scaling the expectation current directly to the peak amplitude before calculating the sum-of-squares difference (env sclvar; see Traynelis et al.,1993).  However, more typically, the variance is calculated from the difference between mean  waveform and individual events (env fixvar).





Enabling variance analysis   To activate, turn on either env sclvar or env fixvar option.  Both analyses can be performed simultaneously.  Whereas all results are saved to memory for later writing to disk (using Final Variance option, see above), the results from only a single method can be displayed on the screen for immediate feedback.  The choice of display when both methods are chosen is controlled by show vmode.  Once variance analysis is enabled, the program asks for a expectation current to be specified.  Loadenv will read an ASCII file (auto-filter will not be applied), Usedata assumes the expectation current is already loaded into the main data array, Reset clears all measurements, and Already loaded turns on variance analysis and assumes you have already loaded an expectation current. When loading the expectation current , you need to mark (with a vertical cursor) safe positions to start and finish analysis, as well as an estimate for the alignment on the rising phase (i.e. pick the beginning and end of the artifact free response for the limits).  The range of the expectation current that is subtracted from the data is determined by the starting position (depending on the way you align the events) and the number of fit and parse points set in the F7 Analysis screen.





Other features.  You must specify the number of fractions from which to calculate variance (#var frac).  A power spectrum can be calculated from the residual currents, although this is of limited use for rapidly desensitizing responses because of the low frequency components of the spectrum cannot be obtained.  After selecting the power spectrum option, enter the number of spectral points as a power of two and data points (e.g. numfitpts * parse).  The size of the "filt/fftpts" array in the configuration file controls the number of spectral points available.  The frequency range is displayed after selection.  1st/2nd run is used to set objective limits for the acceptance of residual currents.  If  OFF, no limits are applied and various local averages are not automatically loaded.  Instead, a running average and standard deviation of events accepted is calculated.  This information is shown whenever variance exceeds the mean. Three 99.9% confidence intervals are shown on the screen for Popen=0.001,0.5,and 1.0.  If 1st/2nd run is set to "1st run", local averages are automatically loaded at regular intervals, and the logarithm (base 10) of the maximum variance per event (determined using a sliding window of 20% of the variance measures) is exported in the *.err file upon Final Variance (see above).  A running average is still used as a criteria.  When 1st/2nd run is set to "2nd run", the analysis of the data requires estimates for Popen and conductance from the 1st run, and mean and standard deviation of the distribution defined by the *.err file so that events can be evaluated. A single 99.9% confidence interval is shown based on the information provided.





Analyzing the data  Analysis is performed from the F7 Analysis screen, once all the appropriate settings are made in F2 Modeling screen.  Analyze the events  by selecting them in the usual manner with "M" for mark.  Instead of calculating and displaying the risetime, peak,  integral, etc., the expectation current is subtracted from the event, and the residual current  displayed in red.  The upper left corner of the screen during variance analysis shows the power spectrum (if calculated), below this is the variance of the individual event (note it varies considerably event-to-event) overlaid upon the present total mean current-variance relationship.  The third frame shows the cumulative current-variance relationship compared to theoretical parabolic relationships.  The fourth and bottom window shows the direct (unscaled or unfitted) overlap of  the envelope and present response; a horizontal yellow line show the region searched for optimal alignment. Once these plots are displayed, you are asked whether you want to save each event.  Bear in mind that the width of the variance curve shown in the insets (and its apparent height) changes gradually as more events are accepted, and the curves reflect more and more  of the mean variance and current.  Take care to set the correct fitting size (which defines how much of the event to analyze), so that you don't miss the end of your response, or capture a portion of the next event; small arrows in the above the data indicate ranges.   Pay attention to baseline for data files; it should be manually set either somewhere in pre-event region.    


	


Exporting the variance measurements  When you have selected all the events you wish to analyze, you must  process and export the summed variance files from this (F2 modeling) screen using the Final Variance option (see above).  This converts the summed variance to the sample variance, and  writes a number of summary ASCII files. The nomenclature of the files created depends on the mode selected, with the three  letter extension being the distinguishing feature for fitted or scaled mode  (e.g. *.vsv or *.vfv).  The format is  a five-column ASCII file with the columns delimited by commas.  Seven more files are written, one which includes time in one column and mean current in the second (*.tm), and another other which includes time in one column and variance in the other (*.tv). In addition, three single column ASCII files are written the algebraic amplitude of each event (*.apk), the logarithm of the maximum variance for each event (*.err), and the difference between the envelope peak and algebraic peak (*.dpk).  The averaged variance (*.var) and standard deviation (*.std) for the entire waveform are also written.  The modifiable parameters controlling variance analysis are:





#var fracs - number of fractions into which the decay phase is divided.  Divisions are made on the basis of equal decrement of the amplitude of  the expectation waveform.





show vmode - Indicates which of the variance analysis modes will be displayed during analysis. During variance analysis hypothetical current-variance relationships are shown to aid in evaluating individual events; curves for 3 conductance levels are shown (default 10 pS; remember to adjust the membrane potential in the third column). Also determines which variance analysis method will be used to subtract the scaled expectation current from the individual event in the main data array.  





align env - toggles between four methods of aligning estimated expectation current to individual events and aligning new events on the average.  Peak alignment aligns the peak of each event, manual alignment aligns the cursor-selected rise of the envelope with that of the  individual event, optimal alignment shifts the expectation and raw current traces point-by-point to find the best alignment, and random alignment chooses a random position within the risetime on which to align the events.  The variance of the decay is calculated beginning at the peak of the expectation current .  





1st/2nd run - This option allows an objective criteria to be used to accept or reject residual currents.  In "1st pass" the number of local averages should be entered to allow the program to automatically load local expectation waveforms (without auto-filtering) at the appropriate times.  This assumes the file will be analyzed in order from the beginning to the end.  If no local averaging was performed, simply enter the total number of events here.  The program will calculate the maximum variance for each event using a sliding window comprised of 20% of the variance bins.  The 99.9% confidence interval for the residual current is also shown for Popen values of 1.0, 0.5, and 0.01. Once the data is analyzed, the logarithm of the maximum event variances (which are normally distributed) can be fitted with a Gaussian function using any fitting program, and the mean and standard deviation used as criteria for acceptance and rejection in a second pass through the data.  We typically used the 99% confidence interval for this second pass.  An additional test was performed when this option is set to "2nd pass".  The 99.9% confidence interval of the residual current is shown in dark gray (the Popen and conductance must be supplied for the second pass and a single confidence interval will be shown.





env sclvar - this option enables variance analysis from the F7 Analysis screen.  Variance analysis of the decay phase of each event proceeds by subtracting the ensemble event waveform scaled to the algebraic peak of each individual event. The ensemble waveform must first be loaded from an ASCII file of no more than maxnumbufferpts (set in npm.cfg).  The relevant portion of this waveform must be indicated, along with the preferred alignment position.





env sclvar - this option enables variance analysis from the Analysis screen.  Analysis of the decay phase of each event proceeds by subtracting the ensemble event waveform directly from each individual event. The ensemble waveform must first  be loaded from an ASCII file of no more than maxnumbufferpts (set in npm.cfg).  The relevant portion of this waveform must be indicated, along with the preferred alignment position.





processvar - this option turns on processing of the summed variance from simulated events when the last pass of a simulation run has finished (more details available upon request).





power spectrum - a power spectrum can be calculated form the residual current.  The number of spectral points needs to be entered, as does the total number of points to be analyzed.  The exact number of points cannot always be analyzed, since the FFT runs in overlapping sections that are the size specified by the number of spectral points.  Many caveats apply to this type of analysis and the user should be well-versed in these issues before using this option.





Mode (fxn): Function Generation	Multiple functions can be generated in the main data array (the maximum number of events is limited by available memory).  The Mode controls which function-specific parameter menu is displayed, and parameter descriptions for the six functions are straightforward and therefore not included here.





fxn=Exponential 		- exponential rising and decaying 	


				([amp1+amp2]*e[-t/tRISE]+amp1e[-t/tDEC1]+amp2*e[-t/tDEC2]+base)   





fxn=Exponential 		-  linearly rising (by slope*t to [amp1+amp2]) and exponentially decaying by 						amp1*e[-t/tDEC1]+amp2*e[-t/tDEC2]+base





fxn=Alpha function 	- (amp1*t/g*exp ((t-g)/)g    





fxn=Sinewave 		-  a sine wave is created in the main data array (period adjusted by adinterval)





fxn=Step function(s)  	- single steps can be added to the data array; multiple steps can be summed to create noise using the probability of a step (position is random) and the vary option.





fxn=Single channels	 - agonist evoked conductances from summed single channel openings  following either a two state collapsed Markov model representing single or double agonist accupancy, or a conventional four state linear Markov model with the 3rd state being open.  Agonist can be applied to the two state model in a variety of ways (d function, step, exponentially decaying pulse, multi-quantal).  The four state mode at runs with step changes of agonist concentration  (more details are available upon request).


 


As soon as simulated events are created within the main data array, they are potentially subjected to three different processes.  First, all conductance changes can be introduced into the currently selected model cell (rigth column; see below), and the cell output determined according to the classification of input / output units (pS, pA, mV).  If no model cell  has been selected, the input and output will be controlled simply by the input/output unit selection (e.g. if pS input and pA output are specified, then the event amplitudes will be conductance * membrane potential).  Second, the data will be subjected to Gaussian filtering, corrected for a phase shift if this option is enabled .  Third, if the noise generator is enabled and noise loaded, it will be added (randomly index) to the data.  Additional Information about the filtering routines is available upon request.





Add noise		- Adds random Gaussian or rectangular noise to simulations (created from Noise)





Filtering 		- Employ a Gaussian filter to the newly simulated data (see Filter in Data screen F1)





Filter-RC 		- toggles between a one compartment filter under voltage or current clamp 





V-holding (mV) 	-  Holding potential





mode in, mode out -  The typical simulation is in conductance, and this is converted to current using the holding potential, and the appropriate model cell.  


     


�
INPUT SCREEN (F3 or Alt-I)


	The Input screen reads binary and ASCII data files.  A variety of Axon file formats can be read, or a  variable length header skipped and the data (16 bit integers) read directly.  The input parameters can be selected by moving the cursor with the arrow keys or mouse and pressing the spacebar or clicking the mouse.  The file list can be scrolled up or down by the pgup/dwn keys, and the current highlighted file is read following selection of a submenu option (Full, Segmented Binary, ASCII, Configuration), double-clicking on the file, or pressing "Enter". When the program  starts, the maximum number of data points memory will allow (see Configuration File below) or set (see max secpts) is shown.  Whereas some options are identical for both the F3 Input and F4 Output screens, distinct input and output parameters are stored for ADrange, Comp units, V/pA scale, dat header and asc header (but not ADint).  For example, manually changing the ADrange on the input menu will not change the ADrange on the output menu.  This allows files to be read using one set of scaling factors and exported with different settings. Both the input and output versions of common parameters are set equal when these parameters are read from the header of any Axon binary file. A scaling factor (0.001 or 1000; see units below) can be applied to ensure units are read correctly (pA vs nA).





dir in		-  Input directory 					("delete" clears  entry). 





dir out 		-  Output directory 					("delete" clears  entry). 





search 		-  File search template 					("delete" clears  entry). 





data read        	-  Files too large for memory can be read by skipping points 	(input routine only).





AD int (ms)     	- The AD interval in ms; the range is 1.0e-6 to 1.0e5 		(identical  in/output). 





ASCII header	-  Determines ASCII, PAF, or ATF formats for text files 		(separate in/output).





AD range 		-  Digitizing voltage range; full range is ± ADrange 		(separate in/outpu). 





V/pA scale 	-  Gain in V/pA 					 	(separate in/output). 





Comp units 	-  Integer represents 0 to +max volts; full range is ± comp units 	(separate in/output). 





dat header 	-  Read/write or skip Axon-style (or other) header 		(separate in/output)   





filt: x.x 		-  Filter data records after reading and leaving Input screen; expectation waveforms loaded from the F2 Modeling screen will not be filtered			(input routine only).





cumulative  	-  Calculates cumulative time when multiple files are read 	(input routine only). 





max sectpts 	-  Large files can be divided into sections whose size is manually set. For example, fixing the maximum number of points allows Clampex files to be read episode by episode (see also individual records). 								(input routine only)





autoscale 		- Turns on/off scaling after every read or transformation 		(input routine only). 





autooffset 		- Automatically offset baseline after reading 			(input routine only). 





axolabsynch 	- Sets number of synchronization bytes for Axolab hardware 	(input routine only).





readfrac 		- Fraction of next section to read when files are larger than maximum number of data points, or when maximum data points has been fixed at some value 		(input routine only).





subtract 		- Subtracts a waveform from data (size determined by numavepts in cfg file) to, e.g., remove a stimulus artifact from segmented Clampex records read with the max sectpts fixed to equal a single evoked episode (input routine  only).  Subtract loads the current data record point-for-point into a temporary buffer, and subtracts this buffer from every subsequent file until the option has been disabled.  Subtract can also be toggled on/off from the hotkey 'S'.		(input routine only).      


indiv recs 		- Changes the display from a continuous to superimposed records (input routine only).


units 		- files can be transformed upon reading to provide the correct units.  Newly read data is multiplied by the number entered under this option.				(input routine only).   


Full, Segmented Binary files Reads single input pClamp v5.5 files (Clampex or Fetchex) and ABF v1.x files. No provision is made for dual AD speeds (if two speeds are used, the AD  interval is the second clock interval).  N does not utilize the entire Axon header, but only extracts the minimum information necessary.  PClamp v5.5 Clampex files are read record-by-record, unless specified otherwise (see indiv recs above). All other files are handled by reading as much data as the memory will allow or as much data as max secpts is set for. 


	     To read a file highlight the name and double click or press 'S' or 'F'.  If the file will not fit into memory, the program requests an integer starting section number (default is 1); the total number of sections is the total number of data points in file divided by the maximum number of data points available in memory.  For multi-sectioned files ('S'), reading of specific sections can be performed directly from the F7 Analysis menu using '<', '>', and '?' keys or from the submenu options in the F3 Input screen.  Any fraction of the next  section can be read (see readfrac above), which prevents data from being lost at section edges. However, when readfraction is not 1.0, the file should no longer be thought of as a set number of sections, since sections now overlap.  In this case, simply consider the  position of the current section.   Finally, if cumulative is switched on, the cumulative time is calculated with every section or new file read; otherwise every new file starts at time 0 (the default). 





ASCII file -  Reads Axon (single or double column) or headerless ASCII files.  If converting ASCII  file computer units to real units, make sure the gain and scaling factor are correct, and be sure to set the ADinterval correctly for single column files. Data values from double column headerless-ASCII files are either interpolated (linear or cubic) via the irregular first column time values  (assumed to be time), or assumed to be at regular intervals (AD interval from the first two time points).    ASCII files cannot be handled as  multi-segmented files.





Configuration file - Reads a configuration file.  Make changes to configuration file with a clean ASCII editor (e.g. MS Notepad) according to the format below (do not include comments in file). The configuration files contain internal parameters.  N will read the configuration file entered as the command line argument; if no argument is entered, "npm.cfg" is read.   Below is a line-by-line copy of the file npm.cfg with explanatory comments in parentheses.





	CFG      		(file type: configuration file)   


	c:\temp  		(Input directory," "- reads current directory) 


	c:\temp  		(Output directory, "-" reads current directory)    


	-            		(Plotter driver directory for $lj.bgi or $dj.bgi, "-" reads current directory) 


[memalloc(datapts,avepts,buffpts,filt/fftpts,measpts,plotsize)]


	624400  		(Number averaging points for averaged/normalized traces) 


	10240    		(Number of average pts)


	10240    		(Number of buffer pts)


	10240    		(Number filter/fft points)  


	10240    		(Total number of measurements that can be saved)  


	0   		( plotting buffer size)


[Input(tot,asciiheader,ADrange,scale,compunits,binhead,headlength)]  


	0           		(total or sections)


	2           		(ASCII file: no header=0 PAF=1 ATF=2)    


	10         		(AD range for input files in +Volts)    


	5.0        		(Gain in V/pA for input files)    


	2048      		(Computer units per 0 to ADrange Volts for input; 12 bit AD corresponds to 2048)    


	1            		(Read/ignore Fetchex/Clampex-style 1.024kB or other size header)    


	1024      		(If skipping header, how big in kB)   


[Input(autofilt,globfilt,prefilt,cumulative,autosect,sectpts)]


	0            		(Automatically filter files upon reading; 1=on, 0=off)    


	4.91       		(Total filter cutoff in kHz for automatic input filtering)   


	101.0     		(Total prefilter cutoff in kHz for automatic input filtering)   


	0            		(Calculate cumulative time for sequentially read files; 1=on, 0=off)   


	0            		(Automatically calculate maximum section size or uses number of section pts; 1=on, 0=off))  


	10240    		(Number of pts/per section; if less than maximum number of datapts sections size will be fixed) 


[Input(off,start,lngth,slop,frac,subtract,autoscle,correct)]


	0            		(Automatically calculate a dataoffset for input files; 1=on, 0=off)    


	2           		(Position in data array to start automatic offset calculation)   


	10          		(Number of data points to average to get offset factor)   


	2            		(Number of Axolab-specific slopwords per byte)   


	1.0        		(Fraction of subsequent sections of multi-section file to read)   


	0            		(Subtract current preloaded buffer from input files; 1=yes, 0=no)    


	1            		(Automatically rescale the data upon display; 1=yes, 0=no)  


	1.0		(gain/unit correction)


[Output(asciiheader,ADrange,scale,compunits,binaryheader,etc)]


	2            		(header for ASCII export; no header=0 PAF=1 ATF=2)   


	10.0       		(AD range for export files in +Volts)    


	0.1         		(Gain in V/pA for export files)    


	8192      		(Computer units per 0 to ADrange Volts for export; 12 bit AD corresponds to 2048) ¶   


	1            		(Write Fetchex/Clampex-style 1.024kB header; 1=on, 0=off)    


	0            		(Append selected events to data backup file; 1=on, 0=off)    


	0            		(Write output file for runs test for fitted events; 1=on, 0=off)    


	1            		(Write results summary file for analyzed events; 1=on, 0=off)   


	0            		(Write Sigmaplot import file for results of analyzed events; 1=on, 0=off)    


	1            		(Write x-values for ASCII exported data)   


	0            		(Interpolate during ASCII data export)    


	0            		(Calculate #export points from number of fit points plus twice the #pretriggerpts; 1=on, 0=off)  


	10239    		(Number of export points when not automatically calculated; see above)    


	0            		(Interval in points for ADrange markers during export; >1 equals interval, 0=off)  


[AD(comport,baudrate)]  


	3		(communications port)


	 9600 		(baud)


[Display(expandpts,cloak,zoom,vector)]


	800       		(Number of expanded displaypts) 


	1            		(display every n-th point) 


	0.05000 		(expand this fraction of the screen with zoom option)


	1           		(connect data points in display 1=lines&points)


[Plotting(border,compress,display,mouse,printer,mode,driver,thick)]


	1           		(plot a border 1=on) 


	1           		(plot all data as a compressed plot 1=on) 


	1           		(display mode 1=white on black)


	1           		(use a mouse) 


	1              	(printer type 0=Deskjet 1=Laserjet2 2=Laserjet3 3=Laserjet4 4=Canon 5=Paintjet 6=Postscript) 


	4           		(plotting mode portrait-low,med,high (0-2) landscape-low,med,high (3-5))  


	0           		(output port 0=LPT1) 


	1           		(line thickness in pixels) 


[Analysis(risex3,decayx2,searchx3,numave,numexport,basex2,prepts,peaksearchpts)]


	2           		(risetime calculation mode 1=regression 2=interpolation) 


	0.10      		(fraction of peak to start risetime) 


	0.90      		(fraction of peak to end risetime) 


	0.62      		(fraction of peak to measure decaytime to) 


	3           		(num pts to average for decaytime calculation) 


	5.00      		(difference to detect in autosearch) 


	5           		(num presearch pts to average) 


	5           		(num postsearch pts to average)


	10240		(num pts to save as average)


	0		(number of datapts to export; 0=AUTO detect)


	100       		(num of preevent pts to save) 


	80         		(number of pts to search peak over) 


[Analysis(base,prepost,postbase,peakave,numint,prepts,num2int,intmodel)]


	40         		(num pts to measure baseline) 


	1           		(measure baseline before or after event 1=before 0=after) 


	500       		(position to start post-event baseline measurement) 


	3           		(num pts to average to measure peak) 


	525       		(num pts to integrate) 


	5           		(pre event pts to start measuring from) 


	120       		(num pts at which to start 2nd integral calculation) 


	2           		(which integral to save 0=first 1=second 2=sum) 


[Analysis(align,randomalign,optimalalign,varstd)]


	1           		(method of event alignment all=0; manual) 


	0           		(randomization of alignment 0=off) 


	1           		(optimal alignment 0=off) 


	0           		(calculate  variance 1=on of events waveforms)





�
OUTPUT SCREEN (F4 or Alt-O)


	One way to save data and measurements in files is from the keyboard.  Files cannot be overwritten or appended.  An automatic backup system also exists, and is enabled from four switches in the F4 Output parameter menu.  These four files are appended with every event that is analyzed.  The first file (*.mbk) is an ASCII file that contains all the  measured parameters, in a comma and quote delimited format; it is compatible with most spreadsheets (see write res).  The second file is a binary file with an optional Axon-style header, the inclusion of which is conditional upon the dat header option (see also write data).  This file is a much smaller data file (*.dbk)  that contains only  digitized data surrounding the events selected during analysis. The length of data exported with each event is determined by the  #exportpts options. The third backup file is an ASCII file containing the results of the runs test performed after curve fitting (*.run; see write runs).  The fourth file is an ASCII file containing selected measurements that can be imported into old versions of Sigmaplot. A common name for  these files is requested when the first event is analyzed. Once these files have been opened, the output  directory cannot be changed until they are closed by clearing the measurements; existing files are appended.  The keyboard activated export options are:





ASCII write - Exports a stretch of data in PAF format, conditional upon the asc header option. X-values are exported if the option  xvalues is switched on.  The data starts at the current expand screen position in the F7 Analysis screen, and is #exportpts long. The data can be interpolated by setting the interpolate and entering the desired total number of points. 





Binary write - Writes the data set in memory as a binary file, with Axon-style header if dat header is on. If sectionmarker is on, a single value at the start and end of the section is set to the maximum/minimum ADrange. Files may be appended.  When writing binary files (see F4 Output below) with the dat header option on, only partial Axon headers are written, which are not back-compatible with Axon analysis software.





Measures(all) - Creates a number of ASCII files from the  same 8 character name, each containing a list of measurements; see File Nomenclature below for more file information. 





Single measures -  Exports a single measurement file; file-content is entered through a submenu





Norm/average and Var/Std - This option creates ASCII files (depending on the asc header option; xvalues option) for the averaged trace and the averaged normalized (to peak) trace (*.ave,*.nrm), or the waveform standard deviation and variance (*.std, *.var).  





Update config - Updates configuration file with current array sizes, directory paths, and I/O parameters, etc.





FFT Export - Exports power spectrum and discrete FFT as a two column ASCII file with the first column in kHz and the second in pA2.  Spectra obtained from residual currents during nonstationary variance analysis are exported when the other variance files are exported.





  Options that differ from the F3 Input screen include:





write data 	- Writes variable size data segments to binary files; append if file present.





write runs 	- Writes runs test results from fitting to ASCII backup files. 





write res 		-  Writes measurements to ASCII backup files. 





write splot	-  Writes measurements to ASCII files for import into Sigmaplot v4.1. 





x-values 		-  Indicates whether x values are to be exported with y values to ASCII files. 





interpolate 	-  Option for interpolating upon ASCII file export. 





#exportpts	-  The number of points to export; 1 for auto-calculation from the number of fit points. 





sectionmarker 	-  Sets the1st and last point of the exported data to +-ADrange to distinguish episodes 


�
PARAMETER SCREEN (F5 or Alt-P)


	This screen allows access to parameters controlling the display, plotting, and analysis.  Highlight with the cursor and press spacebar or mouse click to edit parameters.





Middle column: Display and Plotting options


#expandpts 	- Number of data points in the expanded display. 





AD int(ms) 	- The AD interval in ms between 1.0e-6 and 100000. 





xmin 		- Screen X-minimum for Graph output option and the expanded display. 





xmax 		- Screen X-maximum for Graph output option and the expanded display.





ymin 		- Screen Y-minimum for Graph output option and the expanded display. 





ymax 		- Screen Y-maximum for Graph output option and the expanded display. 





cloak 		- Display every nth point (1 for full data display).  Suppression of data points to screen does not alter measurements, but  will alter which data point you can select from the cursor routines. 





zoom fraction 	- Fraction of screen (0.0-1.0) to be exploded by zoom of cursors; expanded screen is centered  around the vertical cursor.





border/back 	- Excludes background box, calibration bar, and range in hardcopy output. 





compression 	- Show compressed full data record above expanded data





mouse 		- Toggles on/off access to mouse driver; resets mouse resolution.





plotter 		- Selects printer drivers; only HP/Canon/Postscript laserjet and deskjet are supported. 





plotmode 		- Selects page size and resolution (halfpage-hi,med,lo; landscape-hi,med,lo).





plotport 		- Selects output parallel port or file to plot later.





plotthick 		- plots each data point as a square of between 1-6 pixels on output device. 





dirplot 		- Path where printer driver is located (usually the startup directory)





Right column; synaptic event analysis


regression 	- Toggles between regression, interpolation, or counting for risetime calculation. 





rise (start,stop) 	- Fraction of the peak at which to start and stop the risetime calculation.





fracdec(n) 	- Fraction of the peak for which decay is measured. e.g. 0.62 is roughly e-fold. The decay criteria is tested by comparing the average of a variable size sliding window to the peak. 





detect(xx) 	- Absolute difference in pA that the autosearch mode in F7 Analysis must find between two variable sized sliding windows to detect an event  





#pretrigpts 	- Number of points to the left of the cursor included in the summed average





#prepoints 	- Number of points to the left of cursor from which to start measurements (e.g. integral, peak search, risetime calc, and  baseline).  This can be useful if the cursor lies on the maximum of the derivative (i.e. the steepest rise).    





#bufferpts 	- Number of raw data points saved for the average and normalized average. 





#exportpts 	- Same as in F3 and F4; number of points to export as a raw trace, and the number of raw data points saved to the data backup file (*.dbk). Set to <3 for autocalculation based on numfitpts+2*numpretriggerpts.





#peakscan 	- Number of points to search forward (right) to find a peak.  If you have slow risetimes, you need more peak search  points.  If the search finds no points higher than the starting point, the starting point is returned. The maximum number is set by the  number of expandpts.  Number of points in peaksearch that are averaged for the peak current (limit 100 points). 





#baseln pts 	- Number of baseline points; enter <3 for manual selection, otherwise the baseline either begins a variable number of  points (prepoints) to the left of the cursor and then continues a specified number of points to the right or begins some number of  input-specified points to the right (past) the onset of selected event. Maximum possible value is #expandpts. 





#intgrl points 	- Total number of points to integrate.  This value is automatically changed with changes to numfitpts or parse if fitmode  is set to auto. Also changes the #expandpts 





align event 	- Alignment of raw data event with the averages/std/var can be made optimally, manually with the cursors, at the peak of the events, or randomly.  For optimal alignment, the a region of two waveforms including the riseing phase is compared to find the best alignment by least squares criteria.  The number of rising points within the specified risetime (i.e., within th 10-90% rise) is multiplied by a scaling factor to define the region of comparison; the scaling factor (0.1-9.9) is shown on the screen and can be changed.





calc var 		- The variance is calculated by two ways.  In Auto mode the variance and standard deviation are calculated for all accepted events.  Alternatively, in Env mode an expectation waveform must be loaded from a file and the variance and standard deviation of the residuals between this and the current response can be calculated.  In order to calculate the variance and standard deviation of the waveform of selected events, preload the average waveform either from the main data array or a separate file.  The  baseline of the expectation current must be 0 (use offset when it is loading).  You will also be required to mark the beginning and end of the average file, as well as the beginning of the averaged event.  Next, select each event .  The preloaded average waveform will be shown superimposed with each selected event in the lower left hand corner of the screen.  Events will either be aligned manually on the cursor, or on the peak (see align event above).  The total summed variance (from the mean waveform) will be calculated for each point, and this can be converted to the variance and sample standard deviation by with ave/std in the F7 Analysis screen.  The loaded waveform is the same one that is used for non-stationay variance analysis (see above).





�
FITTING SCREEN (F6 or Alt-F)


	This screen allows access to parameters controlling exponential curve fitting.  Highlight with the cursor and press spacebar or mouse click to edit parameters.





Middle column: Fitting options





fix variables 	- Queries whether each variable is to be fixed; fixed variables vary within 0.1-1.0% to maintain simplex integrity, and  are reset to fixed value at convergence. The simplex is kept within these ranges by penalizing out-of-bounds vertices in proportion to the distance out- of-bounds.  





fit quation 	- Toggles between 1 or 2 component exponential curve fitting.    





fit mode 		- Toggles between automatic guesses for fit parameters using the values from the  previous fit or manually entered guesses (below). 





learn fit 		- empirically calculates better guesses as more and more fits are accepted.  If the guesses suddenly become inappropriate, toggle this option off  / on.  Better guesses speed up  fitting as long as event time courses are homogeneous. 





extrapolate 	- Displays and saves the fitted peaks extrapolated to the cursor position. The calculated extrapolated amplitudes are always written to the screen as extAmp. 





limit parameters 	- Activates the limits in the right column for fit parameters, which are implemented in a similar fashion as the  fixed variables (see above).     





dual(x) 		- Fits data at two AD resolutions. Each AD pt up to number indicated is loaded, and then the rest of  the fitting points are loaded at the parsed resolution.    





#fit pts 		- Number of points to fit (3-500). Changes in the fit pts changes the numintegral pts if fitmode is automatic.  Enter 1 to manually select fitting region.  The range searched for the algebraic fractional decay (see Parameters F5) is set by numfitpts*parse.  Numfitpts is limited in conjunction with parse so that the fit range never exceeds the number of data pts. Automatic fitting starts some specified number of points (shown in parentheses) after the peak of the response.





parse fit 		- Fit every n-th point. Parse changes numintegral points changes if fitmode automatic.





#iter*#res   	- Number of iterations; 200-300 is usually adequate. A variable number of restarts can also be set until the algorithm converges or there is no improvement.  Each restart takes sequentially smaller steps, so after more than 3-4 restarts, the simplex won't  get move far from where it starts. 





fit step 		- Step size for generating the starting vertices in the simplex routine; reasonable data is fairly insensitive to values between 5.0 and 2.0.





tolerance  	- The fractional tolerance before convergence is accepted.  The solution of each simplex vertex has its sum of squares difference from the data calculated, and when the difference between the best and worst test solution's sum of squares (as a fraction of the sum) reaches this value,  the routine has converged.  This should not be smaller than square root of machine precision (about 1e-8 for 16 bit processors); 1e-6 is reasonable for most applications.





amplitude1    	- Previous fitted amplitude1 	(asterisk marks fixed variables). 





amplitude2    	- Previous  fitted amplitude2 	(asterisk marks fixed variables). 





tau1 		- Previous fitted tau1 		(asterisk marks fixed variables). 





tau2 		- Previous fitted tau2 		(asterisk marks fixed variables). 





offset 		- Previous fitted offset 		(asterisk marks fixed variables). 





Right column: fit parameter limits


	High and low limits for the each exponential parameters.





ANALYSIS SCREEN (F7 or Alt-A)


	The compressed data record is shown near the top of the screen; the sliding bracket marks the expanded portion shown in detail below.  For  large data files that have been divided into sections, the section position is shown above the compressed trace as a red time line with the  current section highlighted. Mark is used to analyze events. Other options include: 





<>? 		-  Read the previous, next, or user-specified  section (only for multi-sectioned files).





- +    		-  Shrinks/expands the y-scale (ymax, ymin). 





up,dn arrow  	-  Slides the y-window up/down (ymax, ymin).





ins,del 		-  Moves the display by 1 data point left/right (xmin, xmax). 





* /    		-  Shrinks/expands the x-scale (#expandpts in F5 Parameter screen). 





left/right arrow -  Moves the display 15% to the left/right (xmin, xmax). 





pgup/down 	-  Moves the display a full screen to the left/right (xmin, xmax). 





home, end 	-  Jumps to beginning/end of compressed record (xmin, xmax). 





Filter 		-  Employs a temporary Gaussian filter to the expanded trace; measurements are made from the filtered trace. The original  data is swapped back as soon as the trace is moved.  





Hold		-  Freezes/unfreezes the current screen, while allowing movement of the segment





Rescale		-  Rescales the full data record.    





Vector 		- Switches the display between points, lines, or both. Not active for individual  records. 





Expand		-  Expands the points in the main display screen to the full number of data points.





Explode	-  Changes the points in the main display screen to show only a segment of the data





Zoom 		-  Expands area surrounding cursor region (when vertical cursor active) or expands data and marked measures around event onset (when invoked after event selected). Scale is set in F5 Parameter screen; screen centered around vertical cursor. 





@ 		- Add current section to summed average, append *.dbk binary file, increment #event. 





Xfit 		- Switches between 1 or 2 component exponential fits (duplicated in F6 Fitting screen).





Parse  		- #points to skip in fitting (i.e. skip every n-th point; duplicated F6 Fitting screen).





Num fitpts 	- Number of points to fit (the fit range, numfitpts, and parse may be limited by expectation current envelope size in variance analysis (see F2 Model screen); duplicated in Parameter screen F6. 





Jump 		- Jumps to cursor-selected position in the data record, last selected event, or previous/next tag. 





Clear 		- Clears all the measurements and averages; closes backup files. 





Mark  Analysis	- The main selection routine for analyzing events places a cursor at the position with the largest vertical  separation within the current window (presumably the rising phase of the event); this cursor can be moved by the  mouse/arrows/ins/del/pgup/pgdn keys. The range in which the selection cursor will be can be limited by vertical cursors (see '5' cursor option).  If the event is accepted, a number of measures are written to the left hand of the screen, and several questions are presented in the message area. Zoom is active and can expand a portion of the screen both before and after selection of event. 





Blast analysis	-  Used for multi-segment files with the event always in the same position (e.g. evoked currents).  Blast analyzes the event in the current data segment, saves the measurement, and reads the next segment, repeating this until the file is analyzed.  This option runs in variance mode, and requires multi-segmented files. 





Quick Analysis	-  The same as blast, but uses a more conservative approach that solicits approval by the operator for each event.


Scan 		- Scans the current data section (note moving dot above compressed trace) by comparing the difference of the means of two adjacent windows until their difference exceeds the value specified in parameters (detect).  When an event is found, the analysis routine is automatically started. 





Local 		- Automatically analyzes a multisegmented file to claculated and write to disk the local averages of a user specified number of responses.  For example, in a file with 50 responses, Local can be used to obtain ten ASCII files of 5 averaged events each.  A six character name is requested, and files named xxxxxx01.ave, xxxxxx02.ave, etc.





Ave/std 	- Displays the averages of measurements of selected events, and divides the summed, aligned waveforms at each point by  the accepted number of events. 





Graph out 	- Prints hardcopy (or file) of the exact expanded record. The driver path must be set correctly on the parameter menu since the hardcopy driver is read from the disk; see F5 Parameter screen for omitting the border. 





1,2 		- Vertical and horizontal cursor routines can be controlled either by mouse or keyboard guidance.   Zoom is active for vertical cursors to expand a portion of screen for closer examination. If two vertical positions are selected, the  measurement of the time difference, integral, and local/total mean and variance are made. Control of vertical cursor (1) movement is the same as shifting the data segment being viewed; horizontal cursor (2) move by  up/down arrow (one pixel), pgup/down (10% of screen), and home/end (beginning and end).  If two  horizontal positions are selected, the difference (pA) is returned and saved. 





3		-   marks stretches of data to be exported as a binary file, primarily for editing data for variance analysis  (file saved as *.noi).





4 		-  allows the slection of a single channel opening, and provides a measurement of the event amplitude (between the vertical cursors) given some selected baseline (horizontal cursor).  The data between the cursors is exported to an ascii file (*.sce).





5		- Limit the analysis range of Mark with two vertical cursors.  This is useful to ensure Mark finds the start and not some other portion of the response.  The fraction of the screen marked is stored in memory, not the absolute values of the positions.  If the number of expandpts changes, so does the exact position searched.








�
TROUBLE SHOOTING and FREQUENTLY ASKED QUESTIONS


	I can't get NPM to run; it crashes as soon as I start it.  You probably are not starting it from the same directory as the DPMI (DOS protected mode interface) startup files and libraries reside.  It simplest to leave the executable version of NPM in the same directory as these modules, rather than simply placing them in the path.  It is possible that you have another vender's DPMI handler running, in which case Borland's RTM will detect this and not load.  There may be compatibility problems with this other handler.  The way to circumvent this conflict is to reboot the computer and run NPM before running any other programs that are DPMI compatible.


	I get a memory allocation error during startup.  The problem is either that you are attempting to run the program from a Windows 3.1 DOS box or there is too much memory requested in the NPM.CFG file.  See the section entitled "Configuration File" to obtain instructions on changing array allocation sizes.  There's also the possibility that you have an older version of a configuration file, if you are a previous "N06" program user.  Do not install NPM over the old version of N; rather place it in it's own directory.


	I can't read my Axon binary file?  Your file may have been digitized with multiple AD channels or dual AD speeds.  Neither of these should prevent the file from being read, but may render the data un-analyzeable.  You might also have inadvertently set some of the input options that have made it impossible to read the file (like Axolab synch).  Change input parameters to those specified in the sample configuration file in this manual.  Try turning off the dat header and setting the header size to either 1024 or 2048.  This skips past the Axon header and reads data directly.  If this works, you then need to figure out which settings are causing the problem.


	Axon software cannot read my exported binary files.  The program only writes a subset of parameters in the header, when more is required by Axon.  This problem may be addressed in free future versions.


	What is the difference between algebraic peak, fitted peak, and true peak?  The algebraic peak is the difference between the baseline measurement and the peak of the response determined as the average of a sliding window of peakavepts width.  The fitted peak is the amplitude in the exponential equation, and the true peak is the sum of this fitted amplitude and the fitted offset.  


	Every time I try to analyze an event a fleeting message stating I'm beyond the limits appears!  You need to reduce the number of pretrigger points and preanalysis points in the F5 Parameter screen (right column) or you need to reduce the number of fit points (either reduce numfitpts or parse). You are asking the program to analyze more points than have been read.


	How can I change the number of points I read or analyze?  Array sizes are set at startup.  You can change the array sizes in the ASCII configuration file, and save multiple copies, starting the program with the specified copy as a command line argument (e.g. type "c:\npm040x new.cfg" to run the program with a configuration file entitled "new.cfg")


	How can I read evoked data records one event at a time?  By setting max secpts in F3 Input screen to the size of the record you wish to read you tell the program to only read a segment at a time.  If you don't know how large a segment is, read the whole file with max secpts set to Auto and divide the total number of points by the number of responses.


	I want to analyze spontaneous events but can only read 10240 pts at a time?  Set max secpts to Auto, so that the program will read it's full memory limit each time.  Also check the setting for the main data array size in the configuration file.  NPM can read 500,000 points on every computer tested so far.


	Parts of the record are missing when I read them-what happened?  You may have accidently turned on Subtract in F3 Input menu by pressing 'S'.


	When I press "M" to analyze an event, my cursor never finds the event but always appears n the same place!  Set the cursor range with the vertical cursor option "5"; this is the only region searched for events at the start of analysis.


	I can't seem to read my whole file, even though I have plenty of memory!  Maxsecpts needs to be set to AUTO.  If you still read segments, the entire file does not fit into memory


	When I accept an event the computer seems to pause forever before continuing!  You probably have alignment set to optimal and are analyzing slowly rising events.  The alignment can be slow when there are many rising points; simply turn align event to manual or peak to speed up analysis.


�
NOMENCLATURE OF OUTPUT FILES 


		*.dbk      	-  Binary file of selected events.     


		*.mbk     	-  ASCII file of measurements for spreadsheet import.


		*.run      	-  ASCII file containing results of runs analysis after fitting.     


		*.spi      	-  ASCII results file in Sigmaplot import format. 


		*.out      	-  ASCII file of measurements for spreadsheet import.     


		*.apk      	-  ASCII file of algebraically measured peak amplitudes.     


		*.fp1      	-  ASCII file of fitted peak amplitudes (one or two exponential components).     


		*.fp2      	-  ASCII file of fitted peak amplitudes (two exponential components). 


		*.adc      	-  ASCII file of algebraically measured variable decay time.


		*.fd1      	-  ASCII file of fitted time constants (one or two exponential components).


		*.fd2     	-  ASCII file of fitted time constants (two exponential components). 


		*.tpk      	-  ASCII file of sum of fitted amplitude and offset (true peak). 


		*.ris      	-  ASCII file of measured risetimes. 


		*.int      	-  ASCII file of measured integrals. 


		*.frq     	-  ASCII file of measured intervals. 


		*.bas	-  ASCII file of measured baseline


		*.ave      	-  ASCII file of measured average waveform.


		*.nrm      -  ASCII file of measured normalized average waveform. 


		*.std      	-  ASCII file of measured standard deviation timecourse.


		*.var     	-  ASCII file of measured variance timecourse. 	


		*.ps	-  ASCII file of the power spectrum (kHz, pA2).


		*.fft	-  ASCII file of discrete Fourier transform. 


		*.vsv	-  ASCII file containing non-stationary variance results (peak-scaled expectation current).


		*.vfv	-  ASCII file containing non-stationary variance results (fixed amplitude expectation current).


		*.tm	-  ASCII file for non-stationary variance analysis of the timecourse of the analyzed current. 	


		*.tv	-  ASCII file for non-stationary variance analysis of the timecourse of the analyzed variance.


		*.dpk	-  ASCII file for non-stationary variance analysis of the event - expectation current differences.


		*.err	-  ASCII file for non-stationary variance analysis with the log of the maximum event variances.


		*.noi	-  Binary file containing edited portions of data record for subsequent spectral analysis


		*.sce	-  ASCII file containing the excised segments of single channel openings


		*.tmv	-  ASCII file containing time, mean, variance measurements for stationary curve
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